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ABSTRACT 1 

We compare the optical properties of various geometric shapes with single atmospheric Asian dust and 2 

marine background air particles collected at Mauna Loa Observatory. Three-dimensional representations 3 

of the particles were acquired with focused ion-beam (FIB) tomography, which involves FIB milling of 4 

individual particles followed by imaging and elemental mapping with scanning electron microscopy. 5 

Particles were heterogeneous with mainly dolomite or calcite and a minor amount of iron; marine air 6 

particles contained gypsum but no iron. Extinction and backscatter fraction were calculated with the 7 

discrete dipole approximation method. Geometric shapes were grouped as ellipsoids (sphere, spheroid, 8 

ellipsoid), cuboids (cube, square prism, rectangular prism), and pyramids (tetrahedron, triangular 9 

pyramid). Each group represented a progression of shapes with 1, 2, or 3 non-identical axes. Most shapes 10 

underestimated particle extinction and overestimated the backscatter fraction. Not surprisingly, extinction 11 

and the backscatter fraction of the sphere and cube were furthest from those of the particles. While the 3-12 

axis ellipsoid and rectangular prism were closer dimensionally to the particles, extinction and the 13 

backscatter fraction for the 2-axis spheroid and square prism, respectively, were often closer to the 14 

particles. The extinction and backscatter fraction for the tetrahedron and triangular pyramid were closer 15 

on average to the actual particles than were the other shapes. Tetrahedra have the advantage that 16 

parameterization of an aerosol model for remote sensing would not require an aspect ratio distribution. 17 

Particle surface roughness invariably decreased the backscatter fraction. While surface roughness 18 

typically contributes a minor part to overall scattering, in some cases the larger surface area of the 19 

tetrahedron and triangular pyramid sufficiently accounted for enhanced forward scattering of particles 20 

from surface roughness. 21 

 22 

 23 

 24 

 25 

 26 

 27 

 28 

 29 

 30 
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1. INTRODUCTION 31 

Dust aerosols affect climate by shifting Earth’s radiative balance either by direct interaction with solar 32 

and longwave radiation or indirectly by serving as cloud condensation nuclei and affecting physical 33 

processes in clouds. The largest radiative-forcing uncertainties are associated with aerosol-cloud 34 

interactions [1]. Uncertainties in the direct radiative forcing by mineral dusts are associated with the large 35 

geographic and temporal variability in the size, shape, and composition of dust particles [2]. Atmospheric 36 

dust is often assumed to be of mineral origin, i.e., natural, from large dust releasing regions such as the 37 

deserts of the Sahara, Gobi, and Taklamakan [3-5]. However, dust from agricultural land use and urban 38 

areas with uniquely anthropogenic compositions such as vehicular brake wear, wear from roads and other 39 

structures, demolition dust, etc., contributes significantly to global dust load [6, 7]. A common 40 

characteristic of mineral and urban dusts is particle shape irregularity [8-11]. 41 

Remote sensing of aerosols is typically accomplished with satellite-based spectroradiometers that detect 42 

light reflected from Earth’s surface and scattered by the atmosphere, with ground-based sun photometers 43 

pointed skyward to detect sunlight scattered by aerosols, and with Lidar that detects reflected laser light 44 

that has interacted with aerosols. Examples of satellite-based instruments are VIIRS (Visible Infrared 45 

Imaging Radiometric Suite) on board the Suomi National Polar-Orbiting Partnership satellite in 46 

collaboration with the National Oceanic and Atmospheric Administration [12, 13], MODIS (MODerate-47 

resolution Imaging Spectroradiometer) on board the National Aeronautics and Space Administration’s 48 

(NASA) Aqua and Terra satellites [14, 15], and MISR (Multi-angle Imaging SpectroRadiometer) on 49 

board NASA’s Terra satellite [16, 17]. The AERONET (AErosol RObotics NETwork) system of sun 50 

photometers provides ground-based reference data for validating satellite retrievals [18, 19]. The CALIOP 51 

(Cloud-Aerosol Lidar with Orthogonal Polarization) infrared Lidar imager on board CALIPSO (Cloud-52 

Aerosol Lidar and Infrared Pathfinder Satellite Observation) is used to study the indirect aerosol effect 53 

[20, 21]. 54 

The most important aerosol property from remote sensing is aerosol optical depth (AOD), which is 55 

proportional to the total aerosol concentration in the air column. AOD is also the integrated extinction 56 

coefficient for the population of particles in the air column. To determine AOD from spectroradiometry 57 

an inverse modeling scheme is required. A necessary component of inverse modeling is an aerosol model. 58 

The aerosol model parameterizes the population of particles in the air column by assuming an average 59 

composition (complex refractive index) or series of compositions, one or more particle size distributions, 60 

and representative particle shape geometries. By parameterizing the particle population, the aerosol model 61 

provides input for calculating the scattering phase function (angular intensity of scattered light) and the 62 
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single scattering albedo (scattering cross section divided by the extinction cross section for a single 63 

scattering event), which are then used to determine AOD [22]. 64 

A critical part of the aerosol model is representation of the shapes of real particles. Kahnert et al. [23] 65 

provide a thorough review of particle shape and its importance in remote sensing. While the optical 66 

properties of particles as spheres are easier to calculate using Lorenz-Mie theory, biaxial spheroids have 67 

long been used to account for shape irregularity in mineral dust particles [24-27]. To this end, it is well 68 

known that the phase function for spheroids differs significantly from that of spheres [28] when the 69 

imaginary part of the complex refractive index is not too large, e.g., < 0.5 [29]. Spheroids tend to correct 70 

for anomalously low scattering at side angles and high backscattering as exhibited in the phase function 71 

for spheres [10, 28][29]. Current aerosol models for deriving AOD from MODIS and AERONET spectra 72 

use spheres for particles < 1 µm in diameter and spheroids with size and aspect ratio distributions for 73 

particles > 1 µm [26, 30]. Mineral dust is typically in the coarse size range, e.g., > 1 µm. 74 

Optical properties of other simplified shapes such as finite cylinders [31] [32]and various polyhedra [10, 75 

27] have been used to model scattering by mineral dust. Models of irregularly-shaped agglomerates have 76 

been compared with spheroids in their agreement with measured optical properties of feldspar particles 77 

[33]. To account for surface roughness, surface features are often added to simple shapes. Surface 78 

roughness has been modeled with 2- and 3-D Chebyshev functions [34, 35], Gaussian perturbation at the 79 

surface of spheres [36] and Gaussian random spheres [37], and particles dusted with small surface grains 80 

[38]. Stereogrammetric renderings of real particles from electron microscopy with added randomized 81 

surface features have also been used to model surface roughness [39].  82 

It is tempting to provide more complexity to shape models to better mimic the angularity of real particles. 83 

A benefit of complex shape models is that the disorder in their morphologies allows for scattering 84 

responses to converge, suggesting that a specific shape has little effect on the retrieval of aerosol 85 

properties with remote sensing [40, 41]. Kalashnikova and Sokolik [42] generated complex shapes 86 

consisting of randomly-formed aggregates of sharp-edged rectangles and cubes along with aggregates of 87 

spheres and calculated their optical properties with compositions and sizes resembling Saharan and Asian 88 

dust. A comparison of the optical properties of these complex shapes with spheres and spheroids 89 

confirmed the need to consider shape angularity when understanding the optical behavior of mineral dust. 90 

As particle shape in aerosol models becomes more complex, models run the risk of becoming impractical 91 

for use in remote sensing. First, retrieval of aerosol properties becomes computationally more 92 

burdensome if aerosol models require additional parameterization due to shape complexity. Second and 93 

perhaps more important, the more complex a particle shape becomes to where it nearly replicates real 94 
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particles exactly, the less universal the shape becomes for determining aerosol properties at the 95 

mesoscale, i.e., in different regions and points in time. The argument against making shape constructs too 96 

complex for remote sensing is poignantly made by Kahnert et al. [23]. Rather than having complex 97 

particle shapes incorporated in aerosol models for remote sensing, they are perhaps more useful as 98 

reference models with which to evaluate more simplified shape models. 99 

Determining which particle shape distribution works best in remote sensing has invariably been based on 100 

the average optical behavior of particle ensembles rather than single particles. However, the optical 101 

behavior of a shape selected for remote sensing of a particle population may not match well the behavior 102 

of an individual particle. For spheroids, distributions for size and aspect ratio may be adjusted to resemble 103 

the phase function and polarization of an ensemble of real particles. However, the refractive indices for 104 

the shapes may then not agree with the refractive indices of the actual particles. If refractive indices are 105 

made to agree, the aspect ratio distribution may not. A “universal” ensemble of spheroids to match the 106 

phase function of a population of real dust particles has been elusive [43]. Kahnert et al. [23] has warned 107 

“… one should not think that when using spheroids to mimic scattering by more complex particles, best 108 

results would be achieved using aspect ratios of the target particles for the spheroids.” 109 

The purpose of the current work is to determine how well the optical properties of simple geometric 110 

shapes compare with the properties of single heterogeneous atmospheric dust particles. A series of shapes 111 

was employed that had the same volume, aspect ratio, and refractive indices as the actual particles. We 112 

primarily focus on the extinction efficiency and the backscatter fraction. We show the backscatter fraction 113 

in this work rather than the asymmetry parameter because the former provides a more direct indication of 114 

the extent of scattering backward from the light source. 115 

[44]Three groups of three-dimensional particle shapes were studied: 116 

• Ellipsoid group: sphere, spheroid (prolate and oblate), ellipsoid 117 

• Cuboid group: cube, square prism, rectangular prism 118 

• Pyramid group: tetrahedron, triangular pyramid 119 

Each group represents a progression of lower-order to higher-order shapes with lower-order shapes such 120 

as a sphere and cube having identically-sized axes in 3-D space and higher-order shapes having axes with 121 

different sizes in 3-D space. Lower-order and higher-order shapes can also be defined by the axes aspect 122 

ratio (or the height-to-width ratio). For example, square prisms and spheroids have two non-identical axes 123 

and one aspect ratio, while ellipsoids have three non-identically axes and two aspect ratios. Spheres and 124 

cubes have no aspect ratio. In the pyramid group, the tetrahedron can be defined as having identically 125 

sized axes from the center of the tetrahedron to its four vertices, and no aspect ratio. The height of the 126 
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triangular pyramid is greater than that of the tetrahedron and, thus, has two axes (height and edge length) 127 

and one aspect ratio. 128 

The shape groups can also be characterized by angularity. We define angularity as how abruptly a plane 129 

touching the surface of a shape would shift direction as it moves over the surface. The cube, square prism, 130 

and rectangular prism have high angularity because a plane moving over the surface shifts abruptly by 90º 131 

at the shapes’ edge. The tetrahedron and triangular pyramid also have high angularity. In the tetrahedron, 132 

a plane moving between faces shifts abruptly by 70.5º, the face-edge-face (or dihedral) angle. The sphere, 133 

spheroid, and ellipsoid have low angularity because of their curvature. Angularity is correlated with 134 

surface area. Shapes with high angularity in this study have larger surface area. 135 

The particles in this work were Asian dust and background marine air particles collected at Mauna Loa 136 

Observatory (MLO) in Hawaii, U.S. In a previous paper [45], we reported on the selection of samples 137 

from MLO based on meteorological back trajectories and global aerosol maps. We also showed how 138 

particle composition was determined from [45]scanning electron microscopy and energy dispersive x-ray 139 

spectrometry (SEM-EDX). Exact spatial representations for 13 of the particles were then created with 140 

focused ion-beam (FIB) tomography. We also reported previously the extinction efficiency and the 141 

backscatter fraction for each selected particle, calculated from the spatial representations with the discrete 142 

dipole approximation (DDA) method [46]. 143 

As we reported previously [45], [44]two groups of 144 

Asian dust particles were studied. One group 145 

largely contained the mineral-phases dolomite 146 

(CaMg(CO3)2), the other group calcite (CaCO3). 147 

Others have used SEM-EDX and DDA to model 148 

the optical properties of flake-like calcite particles 149 

to compare with spheroidal models [47]. DDA 150 

models of rhomboidal and flake-like calcite 151 

particles have been compared with calcite 152 

scattering measurements [48]. The Asian dust 153 

particles in our study were heterogeneous, with 154 

additional phases such as clay or feldspar 155 

minerals[45]. In addition, the Asian dust particles 156 

contained iron. Iron oxides such as magnetite or 157 

hematite can strongly affect particle optical 158 

Figure 1. Schematic from ref. 43 of a 

heterogeneous particle containing two inclusion 

phases (dark gray) within a matrix phase (light 

gray). Each phase is shown with a uniaxial indicatrix 

which indicates the relative magnitudes of the two 

refractive indices, ω and ε, if vibration of the 

incident light were to align with the respective 
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properties because they absorb in the visible spectrum unlike most other common minerals [49, 50]. The 159 

background marine air particles were also heterogeneous but largely contained gypsum (Ca(SO4)∙2(H2O)) 160 

and little or no iron [45].  Mineral mass percent compositions of the 13 particles are shown in Table S1 in 161 

Supporting Information. 162 

In this work, we used a novel approach to assess the optical behavior of compositionally heterogeneous 163 

particles, as we reported previously [45]. [45]When inclusions are embedded in a larger matrix, different 164 

spatial orientations of the inclusions will result in different refractive indices for the overall particle. If the 165 

exact positions of the inclusions within a particle are unknown, as was the case in this study, then a range 166 

of refractive indices is possible for the particle. Figure 1 depicts how two inclusions with uniaxial optical 167 

anisotropy might be oriented in a larger phase also with uniaxial anisotropy. A uniaxial indicatrix is 168 

associated with each phase, indicating that each phase has two refractive indices: ω (ordinary) and ε 169 

(extraordinary). The orthogonal axes of each indicatrix indicate the magnitudes of the refractive indices if 170 

vibration of the incident light wave were to align with the optical axis of each phase (Ci, for the inclusions 171 

and Cm for the matrix). We calculated an upper and lower limit to the particle’s overall refractive index to 172 

reflect the range of possible refractive indices. These refractive indices were then used with the DDA 173 

method to determine the range and midpoint of possible values for the extinction efficiency and 174 

backscatter fraction for the particles calculated previously [45] and the geometric shapes in this study. 175 

A similar comparison of the optical properties of three-dimensional shapes and single particles was 176 

reported by Lindqvist et al. [44]. Particle shape was generated from pairs of SEM images, whereby each 177 

image in the pair was collected at a slightly different angle position of the instrument stage. 178 

Corresponding points in the image pair were registered and processed mathematically to form a 3-D 179 

representation of the particle surface, a technique known as stereogrammatic shape retrieval. As in our 180 

study, particle composition was determined by EDX, and refractive indices were selected from literature. 181 

Optical properties for the 3-D representations were calculated by the DDA method for incident light in the 182 

visible (550 nm). Four dust particles were studied by Lindqvist et al.: 1) a calcite particle with magnesium 183 

and clay minerals, 2) a dolomite particle containing clay minerals, 3) a silicate particle rich in magnesium, 184 

and 4) an aggregate of likely feldspar, illite, quartz, and a clay mineral. Particle shapes included the 185 

sphere, spheroid, and a Gaussian random sphere. 186 

While similarities exist between our work and Lindqvist et al. such as particle composition from EDX and 187 

optical properties from DDA, our work differs from Lindqvist et al. in several ways. First, we expand the 188 

number of geometric shapes to include cuboidal and pyramid shapes. Second, we employ FIB 189 

tomography to construct 3-D spatial representations rather than stereogrammatic shape retrieval. Third, 190 

we employ upper and lower limits for the refractive index of each particle to account for the variation in 191 
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the spatial arrangement of inclusions within each particle. Fourth, as described in the Results section, we 192 

modeled the iron component of each particle as light-absorbing oxides and non-absorbing carbonates. 193 

Finally, we investigate how well geometric shape may account for particle surface roughness by 194 

smoothing the 3-D spatial representations of the particles from FIB tomography.  195 

2. METHODS 196 

2.1. Mineral Dust Particles 197 

Thirteen particles were studied: nine of Asian dust and four from background marine air. Four of the 198 

Asian dust particles contained dolomite and five contained calcite. Details were presented previously [45] 199 

on how Asian dust and background marine air aerosol at MLO were sampled, particle populations for 200 

each sample were analyzed and classified by SEM-EDX, individual particles were selected and analyzed 201 

by SEM-EDX, and how FIB tomography was performed. Briefly, 12 filter samples of particles ≤10 µm in 202 

size were collected over 72 hours at MLO during March and April 2011. Six samples were collected 203 

during daytime (“D” samples) and integrated over 72 hours; six nighttime (“N”) samples were collected 204 

by also integrating over 72 hours. Dust monitoring information and meteorological back trajectories were 205 

used to identify when Asian dust likely reached MLO. Automated SEM-EDX particle analysis was used 206 

to identify two classes of Asian dust particles: CaMg which was considered to contain dolomite and Ca-207 

rich which was considered to contain calcite. In addition, one class of background marine air particles Ca-208 

S was identified as containing gypsum. The three particle classes were distinctly different from classes of 209 

local dusts. Individual particles from two daytime samples (1D, 3D) and two nighttime samples (2N, 4N) 210 

were then selected for modeling. 211 

FIB tomography involves the sequential milling of a single particle with a gallium ion beam followed by 212 

imaging of each milled slice with SEM and element mapping with EDX [51, 52]. When the ion-beam 213 

column is a component of the SEM instrument, the technique is FIB-SEM. The instrument used here was 214 

an FEI Nova NanoLab 600 Dual Beam (Thermo-Fisher Scientific, Waltham, MA, U.S.).1 Element 215 

mapping is used to determine the composition heterogeneity of the particle. Element mapping with FIB-216 

SEM can often identify the locations of the inclusion phases within a particle [53]. However, for the 217 

particles collected at MLO, element mapping could only identify the presence of a mineral phase in the 218 

particle for the most part, not its location within the particle. 219 

                                                           
1 Commercial products identified here specify the means by which experiments were conducted. Such identification 
is neither intended to imply recommendation or endorsement by the National Institute of Standards and Technology 
nor imply that the identified products are necessarily the best available for the purpose. 
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In this work, we used DDSCAT ver. 7.3 [54] to implement the DDA method. With DDA, the particle 220 

consists of a set of dipoles that are subject to the incident electric field as well as the electric fields from 221 

neighboring dipoles. First, secondary electron images from FIB tomography were used to construct a 3-222 

dimensional spatial model of each particle using segmentation techniques in Avizo ver. 7 (Thermo-Fisher 223 

Scientific, Waltham, MA, U.S.). Coordinates of the voxels from the 3-D spatial model were then input to 224 

DDSCAT along with complex refractive indices.  225 

Details of how DDSCAT runs were parameterized were reported previously [45]. Briefly, the particle is 226 

defined in DDSCAT as a target in a computational lab frame. The incident light was in the visible at 589 227 

nm. The target was rotated relative to the light source to simulate random orientations of a particle. Two 228 

angles, Θ and Φ, specify the position of the target relative to the direction of incident light. A third angle, 229 

β, specifies the increment of rotation about the target’s axis. Φ was incremented from 0° to 360° in steps 230 

of 60°. Θ was incremented 0° to 60°, 90°, 120°, and 180°, which is at uniform intervals of cos(Θ) from 1 231 

to -1. β was incremented from 0° to 360° in steps of 60°. The number of orientations of the target about 232 

the lab frame was 180. 233 

2.2. Geometric Shape Models 234 

For the geometric shapes, we used the “hardwired” targets in DDSCAT for the sphere, spheroid, ellipsoid, 235 

cube, square prism, rectangular prism, and tetrahedron. DDSCAT targets and shape parameters are in 236 

Table S2 in Supporting Information. For the triangular pyramid, cartesian coordinates for the DDSCAT 237 

dipole positions were generated as a text file with a MATLAB script (see Supporting Information). The 238 

triangular pyramid was generated with an upper and lower aspect ratio (triangular pyramid low, triangular 239 

pyramid high) to bracket the aspect ratio of the particle as close as possible. 240 

Aspect ratios for the particles were determined from a particle’s 3-D representation in Avizo. For the 241 

major axis, we determined the longest distance by inspecting all 2-D planes through the particle in the xy , 242 

xz, and yz projections. First, we select the two longest distances in the xy, xz, and yz planes, for example, 243 

the x distance in the xy and xz planes. The midpoint was then taken as the major axis.  244 

For the aspect ratio’s minor axis, we determine the orthogonal axes in the y and z directions. We 245 

measured the orthogonal y distance in the same xy plane as for the major axis. Next, we measured the 246 

shorter orthogonal axis in the y direction in a corresponding yz plane. We then took the midpoint of the 247 

two y measurements as the orthogonal axis in the y direction. For the orthogonal axis in the z direction, 248 

we measured the distance in the z direction from the same yz plane used for the orthogonal axis in the y 249 

direction. Next, we measured the shorter orthogonal axis in the z direction from the xz plane. We then 250 
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took the midpoint of the two z measurements as the orthogonal axis in the z direction. For the minor axis, 251 

we took the midpoint of the orthogonal axes in the y and z directions.  252 

A similar approach was used to determine the axes for the shapes. For example, the major axis in a 253 

prolate spheroid was the major axis from the corresponding particle’s major axis in the x direction. The 254 

shorter orthogonal axis in the y or z direction from the particle was taken as the minor axis for the prolate 255 

spheroid. For the ellipsoid, the major axis was similarly taken from the particle’s major axis in the x 256 

direction. The two minor axes for the ellipsoid were taken from the particle’s orthogonal axes in the y and 257 

z directions.  258 

For the selected particles, we also determined sphericity [55] 259 

Ψ = �� �� ����� ���   ,                  (1) 260 

where A and V are the surface area and volume of the particle, respectively, as the number of voxels on 261 

the surface and in the interior of the particle from Avizo. The sphericity of a sphere is 1. 262 

2.3. Average Complex Refractive Index 263 

Complex refractive indices for the minerals were taken from the literature. Sources are reported in Tables 264 

S5 to S7 of Supporting Information in Conny et al. [45]. The upper and lower limits to the complex 265 

refractive index for each particle were determined as an average of the particle’s mineral phases using the 266 

Maxwell Garnett dielectric function [56]. As an effective medium approximation, the Maxwell Garnett 267 

dielectric function assumes that an inclusion phase is small compared to the matrix. We apply a version of 268 

the Maxwell Garnett function that makes the approximation that inclusions are spherical [57]: 269 

 270 

                           271 

(2) 272 

Here, ϵav is the average dielectric function for the combined phase,   is the volume fraction of the 273 

inclusion, ϵin is the dielectric function for the inclusion phase and ϵm is the dielectric function for the 274 

matrix. The dielectric function is a complex number consisting of the real part ∈��,"#,�$  and the imaginary 275 

part ∈��,"#,�$$ . The complex dielectric function is then used to determine the complex refractive index 276 %�� = &�� + '(��. The real part (nav) of the average refractive indices for the particle (lower and upper 277 

limits) is                      &�� = )*+,-.�∈��$/ +∈��$$/��// +∈��$ 1/23. The imaginary part is (�� = )*+,-.�∈��$/ +278 ∈��$$/��// −∈��$ 1/23. 279 



Confidential revised manuscript submitted to Journal of Quantitative Spectroscopy & Radiative Transfer 

 

11 

 

As shown previously [45], the average refractive indices are determined from the Maxwell Garnett 280 

dielectric constant by adding the different inclusion phases sequentially by size. First, the inclusion phase 281 

with the largest volume is added to the matrix to calculate the first average dielectric constant. This first 282 

average constant now becomes the dielectric constant for the matrix. Next, the second largest inclusion 283 

phase is added to the updated matrix to calculate the second average dielectric constant. This second 284 

average constant now becomes the dielectric constant for the matrix. The sequence continues until all 285 

inclusion phases, minus the smallest phase, are added to the matrix. The overall average dielectric 286 

constant for the particle is then calculated from dielectric constants for the cumulative matrix and the last 287 

inclusion phase. Table 1 shows the upper and lower limits to the average complex refractive index for the 288 

particles with different forms of the minor iron phase as described below. 289 

A drawback to using the Maxwell Garnett approximation here is that inclusions are not necessarily 290 

spherical. An additional concern regarding the sequential application of Maxwell Garnett is that the 291 

matrix may be weighted too heavily. However, in the end the matrix does not retain the dielectric constant 292 

of the initial largest phase. Rather, the matrix acquires the cumulative character of the largest phase, plus 293 

the next largest phase, and so for forth to include the next to the last phase. Less satisfactory would be to 294 

apply the Maxwell Garnett approximation by defining the largest phase as the matrix, summing the 295 

volumes of the remaining phases as the inclusion phase, and calculating a weighted average dielectric 296 

constant for the inclusion phase. A case in point is particle CaMg 4N1 shown in Table 4. Here, the largest 297 

phase, dolomite, is ≤ 41% of the total volume. With dolomite as the matrix, the sum of volumes for the 298 

remaining phases in this case would necessarily exceed the volume of the matrix. 299 

 300 

 301 

 302 
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 305 

 306 

 307 

 308 

 309 

 310 

 311 

 312 

 313 

 314 

 315 

 316 

 317 

 318 

 319 

 320 

 321 

 322 

 323 

 324 

2.4. Optical Property Modeling 325 

Determinations of the single-scattering extinction efficiency and backscatter fraction are derived from 326 

elements of the amplitude scattering matrix and the Mueller matrix [57]. Elements of the amplitude 327 

scattering matrix (S1, S2, S3, and S4) are used to determine the amplitudes of the polarity-resolved electric 328 

fields for scattered light from the incident electric fields.  329 

Table 1. Minimum and Maximum Values for Average Complex Refractive 
Indices1 

 Particle Iron-Containing 

Phase 

Minimum Refractive 

Index 

Maximum Refractive 

Index 

Real Imaginary Real Imaginary 

CaMg 1D Magnetite 1.504 1.53E-03 1.671  1.73E-03 

Hematite 1.505 1.69E-04 1.673 1.73E-04 

Ankerite 1.502  4.68E-06 1.670  4.73E-06 

2N Magnetite 1.507 3.20E-03 1.652 3.57E-03 

Hematite 1.509 3.51E-04 1.656 3.52E-04 

Ankerite 1.503 8.33E-06 1.650 8.41E-06 

3D Magnetite 1.505 2.37E-03 1.662 2.67E-03 

Hematite 1.507 2.60E-04 1.665 2.63E-04 

Ankerite 1.502 6.01E-06 1.660 6.07E-06 

4N1 Magnetite 1.510 5.08E-03 1.653 5.67E-03 

Hematite 1.513 5.47E-04 1.658 5.56E-04 

Ankerite 1.503 1.18E-05 1.649 1.19E-05 

Ca-rich 1D Magnetite 1.504 5.53E-03 1.642 6.15E-03 

Hematite 1.507 5.94E-04 1.647 6.02E-04 

Siderite 1.498 1.16E-05 1.640 1.16E-05 

2N Magnetite 1.520 4.03E-03 1.569 4.20E-03 

Hematite 1.522 4.42E-04 1.573 4.01E-04 

Siderite 1.515 6.80E-06 1.567 6.76E-06 

3D Magnetite 1.532 2.14E-02 1.660 2.36E-02 

Hematite 1.544 2.32E-03 1.681 2.28E-03 

Siderite 1.508 1.34E-05 1.648 1.34E-05 

4N1 Magnetite 1.503 3.57E-03 1.632 3.94E-03 

Hematite 1.505 3.96E-04 1.636 3.91E-04 

Siderite 1.499 6.89E-06 1.630 6.85E-06 

4N2 Magnetite 1.503 1.83E-03 1.640 2.03E-03 

Hematite 1.505 2.01E-04 1.642 2.00E-04 

Siderite 1.501 5.63E-06 1.640 5.59E-06 

Ca-S 1D Hematite 1.523 1.62E-04 1.542 1.43E-04 

2N Hematite 1.524 2.27E-04 1.542 2.00E-04 

3D (2) 1.521 5.71E-06 1.536 5.715E-06 

4N (2) 1.521 2.33E-06 1.538 2.32E-06 
1 Determined by sequentially combining phases with the Maxwell Garnett 
dielectric function, Eq. (2). 2 No iron was detected.
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More versatile in determining scattering properties is the scattering matrix equation, which consists of the 330 

4x4 Mueller matrix and four Stokes parameters I, Q, U, V: 331 

6 7898:8;8
< = 1 (/+/� 6=�� =�/ =�	 =�>=/� =// =/	 =/>=	� =	/ =		 =	>=>� =>/ =>	 =>>

< 6 7"9":";"
<   .                          (3) 332 

Here, = 2? @�  , where λ is the wavelength of light, which was 0.589 µm in this study, and r is the distance 333 

of the scattered light to a hypothetical detector. The Mueller matrix elements are themselves combinations 334 

of amplitude scattering matrix elements S1, S2, S3, and S4 [57].    335 

For the Stokes parameters, Is is the scattered irradiance and Ii is the incident irradiance for incident 336 

unpolarized light. Qs is the difference between scattered irradiances for the parallel and perpendicular 337 

polarization states; Qi is the difference in incident irradiances for the two polarization states. Us is the 338 

difference between scattered irradiances for light that is shifted +45 deg. and -45 deg. from the parallel 339 

polarization state (hence, states still orthonormal as with parallel and perpendicular polarization). Ui is the 340 

difference between incident irradiances for light that is shifted as for Us. Vs is the difference between 341 

scattered irradiances that are circularly-polarized toward left and circularly-polarized toward right. Vi is 342 

the difference between incident irradiances for light that is circularly polarized as for Vs.  343 

The matrix element S11 is proportional to the ratio of scattered to incident irradiances and, thus, is 344 

proportional to scattering intensity. The degree of linear polarization by the scatterer is −=�//=��. For 345 

unpolarized incident light, the differential cross section of scattered light AB�CDEF�BG H is proportional to the 346 

scattering intensity at a solid angle Ω: 347 

B�CDEF�BG =  IDI� +/ = �J� =��   .                             (4) 348 

The phase function (p) is related to the differential scattering cross section, and therefore, S11 as follows: 349 

K = �CDEF B�CDEF�BG = L��CDEFJ�   .                             (5) 350 

Csca is the total scattering cross section. It is not a simple integration of Eq. (4), but rather involves 351 

elements of the amplitude scattering matrix [57]: 352 

M8N� = O |Q|�J�>� RΩ  ,                                      (6) 353 

Q = �=/TU)Φ + =	)'&Φ�WX∥8 + �=>TU)Φ + =�)'&Φ�WXZ8  .                         (7) 354 
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Here, WX∥8 is a unit vector parallel to the scattering plane, which is defined by the light source, particle, and 355 

the detector. Φ is the angle of the scattering plane in the coordinate system about the particle. WXZ8 is the 356 

vector orthogonal to the scattering plane. 357 

The extinction cross section Cext is the sum of the absorption cross section, Cabs, and Csca. The extinction 358 

efficiency, Qext is the extinction cross section divided by the cross-sectional area of a volume-equivalent 359 

sphere. 360 

The backscatter fraction (BSF) is here determined as the fraction of light intensity scattered between 90º 361 

and 180º rather than directly backward at 180º. The fraction is the ratio of integrals based on Eq. (4): 362 

  [=\ =  O =��R]�^_`_ O =��R]�^__a = ∑ =���^_`_  ∆] ∑ =���^__  ∆]d    .                        (8) 363 

Omega is determined from Eqs. 56 to 58 in Draine and Flatau, 2013 [54]: 364 

]e,J = �fg�e� .coskle��m − cos �len��1 , o = 2, … qr − 1   ,             (9) 365 

]�,J = /�fg��� s1 − tuv�r��ntuv �r��/ w   ,              (10) 366 

]fg,J = /�fg�fx� ytuvArzx��Hntuv �rzx�/ + 1{   .             (11) 367 

Theta and phi are angles that define the direction of scattering in DDSCAT. Scattering is projected on to a 368 

series of scattering planes. Nφ is the number of scattering planes with angles φ. Four scattering planes 369 

were used at angles 0°, 90°, 180° and 270°. Nθ is the number of scattering angles θ within each plane. 370 

Theta ranged from 0° to 180° in 5° steps for a total of 37 scattering angles within each plane. Extinction 371 

efficiencies and backscatter fractions were calculated from an average of all scattering planes.  372 

In DDA, the inter-dipole distance, d, is determined from the particle volume (vol) and the number of 373 

dipoles (Ndp), whereby R = �|U} qB~� ��/	
. The inter-dipole distance must be suitably minimal with 374 

respect to the incident wavelength and complex refractive index of the material. The test criterion for d is 375 

the product |m|kd, where |m| is the absolute values of the complex refractive index. To accurately calculate 376 

the scattering phase function as well as the differential scattering cross section, |m|kd  should be <0.5 [54]. 377 

Table 2 shows the number of dipoles, d, |m|, and |m|kd values for the Asian dust and background marine 378 

air particles. Minimum and maximum values for each particle in the table account for the different forms 379 

of iron in each particle (i.e., iron carbonate, hematite, magnetite) and the range of refractive indices due to 380 
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the spatial orientation of the inclusion phases. Overall, |m|kd values ranged from 0.218 to 0.490 and, thus, 381 

met the inter-dipole test criterion of <0.5. 382 

Table 2. Number of Dipoles (Ndp), Inter-dipole Distance (d), Absolute Complex Refractive Index (|m|), 383 

and the |m|kd Test Criterion 384 

 385 

 386 

 387 

 388 

 389 

 390 

 391 

 392 

1 Range of values 393 

covers the range of 394 

refractive indices for particles with magnetite, hematite, ankerite (CaMg particles), or siderite (Ca-rich 395 

particles). 396 

 397 

3. RESULTS 398 

SEM images and 3-D reconstructions of the particles in this study are shown in Fig. 2: (a) dolomite-399 

containing CaMg Asian dust particles 1D, 2N, 3D, and 4N1, (b) calcite-containing Ca-rich Asian dust 400 

particles 1D, 2N, 3D, 4N1 and 4N2, and (c) gypsum-containing Ca-S background marine air particles 1D, 401 

2N, 3D, and 4N. Particle diameters as size-equivalent spheres range from 0.927 µm to 1.85 µm (Table 3). 402 

With incident light for this study at 0.589 µm (λ), size parameters (2πreff / λ, where reff = radius of 403 

volume-equivalent sphere) ranged from 4.9 to 9.9. 404 

Particle Number of 

dipoles (Ndp) 

Inter-dipole 

distance (d, µm) 

|m|1 |m|kd 1 

CaMg 1D 167726 0.0271 1.502   1.673 0.433   0.483 

2N 186775 0.0213 1.503   1.656 0.342   0.377 

3D 144051 0.0149 1.502   1.665 0.240   0.265 

4N1 165470 0.0136 1.503   1.658 0.218   0.241 

Ca-rich 1D 176707 0.0142 1.498   1.647 0.227   0.250 

2N 173266 0.0178 1.515   1.573 0.287   0.298 

3D 159660 0.0273 1.508   1.681 0.440   0.490 

4N1 171313 0.0137 1.499   1.636 0.219   0.239 

4N2 232605 0.0150 1.501   1.642 0.240   0.262 

Ca-S 1D 157025 0.0214 1.523   1.542 0.347   0.352 

2N 170584 0.0165 1.524   1.542 0.268   0.271 

3D 170330 0.0178 1.521   1.536 0.289   0.292 

4N 166444 0.0160 1.521   1.538 0.260   0.263 
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The 3-D reconstructions in Fig. 2 appear to 405 

have more surface roughness than the 406 

corresponding secondary electron images. 407 

Two effects are at play. First, the higher the 408 

incident electron beam energy, the deeper 409 

primary electrons will penetrate the particle, 410 

resulting in the release of secondary electrons 411 

from deeper depths. Surface interactions then 412 

become more diluted and surface features in 413 

the images are less visible. This is the case for 414 

particles CaMg 1D and Ca-rich 1D with the 415 

primary electron beam at 20 keV, for example. 416 

The second effect is an artifact of the FIB 417 

milling process. Milling of the particle 418 

occurred in 15 nm to 20 nm steps, which 419 

resulted in surfaces having a slight terrace-like 420 

appearance in the 3-D reconstructions. 421 

Table 3 shows the maximum lengths, 3-D 422 

aspect ratios, and volumes of the particles 423 

along with their diameters. From the top-down 424 

views of the 3-D reconstructions and electron 425 

images in Fig. 2, shapes and surface features of the 426 

reconstructions closely match the particles. All the 427 

Asian dust particles studied here contained iron; 428 

however, the identity of the iron species was 429 

inconclusive [45]. While iron oxides such as magnetite 430 

and hematite may absorb strongly in the visible and affect single scattering albedo, iron carbonates such 431 

as ankerite absorb little in the visible [58]. To study how extinction and backscattering of the particles and 432 

geometric shapes might vary with a minor iron oxide or carbonate phase, we calculated optical properties 433 

for the particles and shapes with magnetite, hematite, or iron carbonate. For the iron carbonate in the 434 

CaMg particles ankerite (CaFe(CO3)2) was used; for the Ca-rich particles siderite (Fe(CO3)) was used. In 435 

contrast to the Asian dust, the Ca-S particles had little or no iron. When present, iron was included as 436 

Figure 2. Secondary electron images from SEM and 3-D 

representations from FIB tomography of 13 particles 

from the Asian dust and background marine air 

samples. a) and b) CaMg and Ca-rich Asian dust 

particles; c) Ca-S background marine air particles. 
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hematite. Tables 4 and 5 show the mineral components in the Asian dust and Ca-S particles, respectively, 437 

and 438 

their 439 

volu440 

me 441 

perce442 

nt. 443 

Table 444 

3. 445 

Partic446 

le 447 

Dime448 

nsion449 

s, 3-D 450 

Aspect Ratio, and Volume 451 

 452 

 453 

 454 

 455 

 456 

 457 

 458 

 459 

1 For volume-equivalent sphere. 460 

 461 

 462 

 463 

 464 

 465 

Particle Diameter1 (µm) Maximum Length (µm) 3-D Aspect Ratio Volume (µm3) 

CaMg 1D 1.85 4.19 2.28 3.32 

2N 1.51 2.26 1.68 1.81 

3D 0.97 1.34 1.35 0.48 

4N1 0.93 2.05 1.88 0.42 

Ca-rich 1D 0.99 2.65 2.36 0.51 

2N 1.23 1.63 1.56 0.97 

3D 1.84 2.57 1.57 3.26 

4N1 0.94 1.12 1.45 0.44 

4N2 1.14 1.68 1.50 0.78 

Ca-S 1D 1.43 1.68 2.05 1.54 

2N 1.13 1.65 1.75 0.76 

3D 1.23 1.38 2.07 0.97 

4N 1.09 1.41 2.07 0.68 
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Table 4. Volume Percent of Mineral Phases in Asian Dust Particles 

CaMg Mineral Phase 

 

Volume (%) Ca-rich Mineral Phase Volume (%) 

Magnetite Hematite Ankerite Magnetite Hematite Siderite 

1D Dolomite 80.5 80.5 78.9 1D Calcite 74.4 74.4 74.9 

Magnesite 11.2 11.3 11.8 Albite/anorthite/orthoclase 13.8 13.8 13.9 

Montmorillonite 6.49 6.49 6.47 Ammonium sulfate 7.32 7.32 5.63 

Ammonium sulfate 1.44 1.44 1.43 Magnesite 3.40 3.40 3.42 

Iron phase 0.30 0.31 1.41 Iron phase 1.11 1.13 2.19 

2N Dolomite 64.7 64.7 61.5 2N Gypsum 65.4 65.4 64.9 

Montmorillonite 16.2 16.2 16.1 Calcite 23.1 23.1 22.9 

Magnesite 12.6 12.6 13.7 Albite/anorthite/orthoclase 9.10 9.11 9.04 

Ammonium sulfate 5.80 5.81 5.77 Magnesite 1.55 1.55 1.54 

Iron phase 0.64 0.65 2.96 Iron phase 0.80 0.81 1.55 

3D Dolomite 77.1 77.1 74.7 3D Calcite 67.0 67.0 64.4 

Montmorillonite 10.0 10.0 9.95 Albite/anorthite/orthoclase 16.3 16.3 15.7 

Magnesite 8.13 8.12 8.96 Iron phase 4.26 4.33 8.03 

Ammonium sulfate 4.24 4.25 4.22 Gypsum 7.83 7.84 7.53 

Iron phase 0.47 0.48 2.20 Magnesite 3.98 4.15 3.98 

Rhodochrosite 0.38 0.40 0.38 

4N1 Dolomite 40.9 40.9 36.9 4N1 Calcite 71.3 71.3 70.8 

Magnesite 20.0 20.1 21.4 Gypsum 19.7 19.7 19.6 

Montmorillonite 19.9 19.9 19.7 Quartz/anorthite 6.32 6.32 6.27 

Gypsum 18.3 18.3 18.2 Magnesite 1.94 1.94 1.92 

Iron phase 0.83 0.84 3.83 Iron phase 0.73 0.74 1.41 

 4N2 Calcite 60.3 60.3 60.1 

Magnesite 15.8 15.8 15.8 

Quartz/feldspar 11.5 11.5 11.4 

Ammonium sulfate 12.1 12.1 12.0 

Iron phase 0.36 0.37 0.71 

 466 
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 467 

3.1. Scattering Intensity 468 

As an indicator of scattering intensity, S11 versus scattering angle is analogous to the phase function. 469 

Figure 3 shows the angular scattering intensity for the 13 particles with hematite as the iron phase. 470 

Intensity is the highest in the forward-scattering hemisphere, 0º to 90º, as expected. In addition, Fig. 3 471 

shows how scattering varies for each particle over the range of refractive indices by implementing upper 472 

and lower refractive index limits to account for composition heterogeneity. The result is a series of 473 

ribbon-like plots where the ribbons get wider at scattering angles (θ) >90º. Scattering intensity only 474 

appears to be more variable for backward-scattered light (>90º) in Fig. 3 because the y-axis is 475 

logarithmic. 476 

 477 

 478 

 479 

Table 5. Volume Percent of Mineral 
Phases in Ca-S Background Marine Air 
Particles 

 Mineral Phase Volume (%) 

1D Gypsum 91.5 

Calcite 4.13 

Quartz 1.65 

Albite 0.89 

Magnesite 1.49 

Hematite 0.30 

2N Gypsum 90.8 

Calcite 4.56 

Albite 3.45 

Magnesite 0.78 

Hematite 0.42 

3D Gypsum 85.7 

Calcite 1.32 

Albite (K-feldspar) 11.0 

Magnesite 1.96 

Hematite 0 

4N Gypsum 90.5 

Calcite 3.33 

Quartz 4.39 

Anorthite 0.49 

Magnesite 1.30 

Hematite 0 
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There is, however, a difference in scattering 480 

variability between the Asian dust (Figs. 3a and b) 481 

and background marine air particles (Fig. 3c). The 482 

Ca-S plot is less “ribbon-like” because there is less 483 

variation in the upper and lower limits to the 484 

refractive indices (Table 1). The difference 485 

between the Asian dust and background marine air 486 

particles here may be due to heterogeneity. Among 487 

the Ca-S particles in Table 5, gypsum has a much 488 

larger volume on average (89.6%) than either 489 

dolomite (65.8%) in the CaMg particles or calcite 490 

(59.2%) in the Ca-rich particles (Table 4). Thus, 491 

the Ca-S particles are more homogeneous than the 492 

Asian dust particles, and variation in the spatial 493 

orientation of the minor mineral phases in the Ca-S 494 

particles has less of an effect on the scattering 495 

intensity. 496 

We now look at how scattering intensity compares 497 

between the particles and geometric shapes. As a 498 

measure of how close the scattering intensity for 499 

the shapes matches the particles, we employ the 500 

root-mean-square deviation (RMSD) in S11 for the 501 

shape and particle between scattering angles 30º 502 

and 180º, as shown in Fig. 4: 503 

=�� ��=� =  �∑ kL��������L���F���E��m����°��° # �� /�
. 504 

(12) 505 

Here, n=31, the number of angles from 30° to 180° 506 

in 5° steps. The extent of the bars in Fig. 4 is due to the application of upper and lower refractive index 507 

limits. The horizontal line within each bar is the 508 

midpoint. RMSD is determined between scattering 509 

angles 30º and 180º rather than 0º and 180º 510 
Figure 3. S11 from scattering matrix versus 

scattering angle for Asian dust (a and b) containing 

hematite as the iron phase and background marine 

air particles (c). Ca-S particles 1D and 2N also 

contained iron as hematite. 
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because typically k=11��B�� − =11~���"N��m/
 is excessively large from 0º to 30º and the extent of the bars 511 

in Fig. 4 can vary by several fold. 512 

The large variability in S11 RMSD values for 513 

individual shapes in Fig. 4 is due to the enhanced 514 

effect of disparate upper and lower refractive 515 

index limits. The square prism for the Ca-rich 3D 516 

and the sphere for the Ca-rich 4N2 particle 517 

exhibit the largest RMSD variability. In both 518 

cases, the greatest S11 disparity in shape versus 519 

particle occurred with the upper refractive index 520 

limit (Table 1). The disparity was largest at 521 

scattering angles >160° and >170°, thus, 522 

primarily affecting backscattering as shown for 523 

the Ca-rich 3D square prism and Ca-rich 4N2 524 

sphere, respectively, in Figs. S1 and S2 of 525 

Supporting Information. 526 

We might expect higher-order geometric shapes 527 

(e.g., 3-axis rectangular prism versus 2-axis 528 

square prism and 2-axis square prism versus 529 

cube) to exhibit a lower RMSD because they 530 

should approximate the shape of the actual 531 

particles more closely than lower-order shapes. 532 

This is best exemplified by the particle CaMg 1D 533 

shapes in Fig. 4a. Here, the RMSD midpoints are 534 

unequivocally lower for the ellipsoid versus 535 

spheroid and spheroid versus sphere; for the 536 

rectangular prism versus square prism and square 537 

prism versus cube; and for the triangular pyramid 538 

versus tetrahedron. Among the ellipsoid group 539 

shapes, RMSD for spheroids is lower than for spheres 540 

for 12 of the 13 particles; RMSD for ellipsoids is 541 

lower than for spheres in all cases.  542 

Figure 4. Root-mean-square (RMS) deviation in S11 

for geometric shapes from the respective particles 

containing hematite. a) and b) Asian dust particles; 

c) background marine air particles. 



Confidential revised manuscript submitted to Journal of Quantitative Spectroscopy & Radiative Transfer 

 

22 

 

Nevertheless, we cannot necessarily expect the 543 

scattering intensity of a 3-axis shape to be closer to 544 

the particle than a 2-axis shape. RMSD for 545 

ellipsoids is lower than spheroids in only 8 of 13 546 

particles. For the cuboid group, RMSD for 547 

rectangular prisms is lower than cubes in 12 of 13 548 

particles. However, RMSD for rectangular prisms 549 

is lower than square prisms in only 7 of 13 550 

particles. RMSD for square prisms is lower than 551 

cubes in 9 of 13 particles. Thus, scattering intensity 552 

by higher-order shapes is not always closer to the 553 

actual particles than scattering intensity by lower-554 

order shapes. In a comparison with feldspar 555 

particles [27], the phase function of elongated 556 

spheroids was found to be a better match than less-557 

elongated spheroids suggesting in this case that 558 

elongated spheroids performed better than would 559 

ellipsoids with less disparate dimensions. 560 

3.2. Degree of Linear Polarization 561 

Figure 5 shows the degree of linear polarization for 562 

the 13 particles with hematite as the iron phase. 563 

The ribbon plots show the extent that linear 564 

polarization for each particle varies over the range 565 

of refractive indices used to account for 566 

composition heterogeneity. For several of the Asian 567 

dust particles, e.g., CaMg 3D and CaMg 4N1, Ca-568 

rich 1D, and Ca-rich 4N1, greater variability in 569 

linear polarization due to composition 570 

heterogeneity occurs at scattering angles of around 571 

80° and higher. 572 

As observed for S11 (Fig. 3), Fig. 5 shows much 573 

greater variability in the linear polarization of each 574 Figure 5. Degree of linear polarization, -S12/S11, 

versus scattering angle for Asian dust (a and b) 

containing hematite as the iron phase and 

background marine air particles (c). Ca-S particles 

1D and 2N also contained iron as hematite. 
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Asian dust particle due to composition heterogeneity compared to the background marine air particles. As 575 

noted previously, Ca-S particles are more homogeneous than the Asian dust particles. It appears that 576 

variation in the spatial orientation of the minor mineral phases in the Ca-S particles has less of an effect 577 

on the degree of linear polarization than on the 578 

more heterogeneous Asian dust particles. 579 

As with scattering intensity, we compared the 580 

degree of linear polarization between the particles 581 

and shapes. Analogous to Eq. (12), we calculated 582 

the root-mean-square deviation (RMSD) in -S12/S11 583 

for the shape and particle between scattering angles 584 

30º and 180º, as shown in Fig. 6: 585 

−=�//=�� ��=� =586 

�∑ A�������������������������F���E��H����°��° # �� /�
.       (13) 587 

RMSD is calculated here between scattering angles 588 

30° and 180° to maintain comparability in RMSD 589 

values for the scattering intensity.   590 

As Fig. 6 shows, -S12/S11 RMSD for spheres is 591 

much larger in all cases than for other shapes. The 592 

contrast in RMSD between the sphere and other 593 

shapes for the degree of linear polarization is much 594 

larger than the RMSD contrast between the sphere 595 

and other shapes for the scattering intensity (Fig. 596 

4).  597 

Among shapes other than the sphere, the RMSD 598 

midpoint (horizontal line in each bar) is lower for 599 

ellipsoids than for spheroids in 9 of 13 particles, comparable to the number of ellipsoids with lower 600 

RMSD midpoints than spheroids for S11 (Fig. 4). For the cuboid group, -S12/S11 RMSD midpoints for 601 

rectangular prisms are lower than for cubes in 8 602 

of 13 particles. However, midpoints for 603 

rectangular prisms are lower than for square 604 

Figure 6. Root-mean-square (RMS) deviation in 

-S12/S11 for geometric shapes from the respective 

particles containing hematite. a) and b) Asian dust 

particles; c) background marine air particles. 
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prisms in only 4 of 13 particles. Thus, consistent with scattering intensity, the degree of linear 605 

polarization by higher-order shapes was not always closer to the actual particles than linear polarization 606 

by lower-order shapes. Notably however, -S12/S11 RMSD midpoints for the tetrahedra and triangular 607 

pyramids in Fig. 6 are lower than for the spheroids, ellipsoids, cubes, and square prisms in 9 of 13 608 

particles. 609 

3.3. Extinction Efficiency 610 

In Fig. 7 we show how the geometric shapes compare with the Ca-rich particles with different forms of 611 

the minor iron phase: magnetite (black), hematite (red), or siderite (green). Similar comparisons are 612 

shown for the CaMg and Ca-S particles in Figs. S3 and S4 in Supporting Information. The bars indicate 613 

the range of extinction efficiencies for the geometric shapes from applying the upper and lower refractive 614 

index limits. The colored shaded areas in each plot (black, red, and green corresponding to magnetite, 615 

hematite, and siderite) indicate the range in extinction efficiencies for the particles. Overlap of the shaded 616 

areas show how extinction efficiencies for a particle with different iron phases compare. We observe how 617 

well the geometric shapes match the particles in each case from how closely the bars overlap the shaded 618 

areas. 619 

As the shaded areas in Fig. 7 show, the range of extinction efficiencies among the particles due to 620 

variation in the spatial arrangement of the phases can be quite different. For example, extinction for 621 

particle Ca-rich 2N with hematite varies by 7% (Fig. 7b), but by 23% for particle 4N2 (Fig. 7e). 622 

Similarly, the range of extinction efficiencies among the shapes associated with a particle can be quite 623 

different. In Fig. 7e, extinction for the triangular pyramid-high with hematite varies by 2%, but by 31% 624 

for the rectangular prism. 625 

In addition, there is extensive overlap of the shaded areas in Fig. 7 for each particle in general. This 626 

indicates that the type of the iron phase in the Asian dust particles has little effect on extinction. Similarly, 627 

the extinction efficiencies of the geometric shapes associated with each particle vary little with the type of 628 

iron phase. An exception, however, is particle Ca-rich 3D in Fig. 7c. The iron content of Ca-rich 3D is 3.6 629 

to 14 times higher than the iron content of the other Asian dust particles. The siderite volume for Ca-rich 630 

3D is 8.03% (Table 4) while the average iron carbonate volume for the other Asian dust particles (Ca-rich 631 

and CaMg) is (2.04 ± 0.99)% (�̅ ± )). 632 

Another observation from Fig. 7 is that higher-order geometric shapes appear to more closely 633 

approximate extinction for particles with a large aspect ratio. Others have shown that distributions of 634 

spheroids with large aspect ratios, particularly prolate spheroids, tend to better match the measured phase 635 

function of particle ensembles [27]. Ca-rich 1D in Fig. 2b has an aspect ratio 2.36 (Table 3). Long and 636 



Confidential revised manuscript submitted to Journal of Quantitative Spectroscopy & Radiative Transfer 

 

25 

 

conical, the particle resembles a prolate spheroid. As shown in Fig. 7a, shapes with two or three axes 637 

(spheroid, ellipsoid, square prism, rectangular prism, and triangular pyramid) come much closer to the 638 

extinction efficiency of the particle than the single-axis shapes. However, we cannot assume that higher-639 

order shapes better approximate particles with large aspect ratios. Particle CaMg 1D in Fig. 2a, for 640 

example, also has a large aspect ratio (2.28). Fig. S1a in Supporting Information shows that while the 641 

spheroid and ellipsoid are closer than the sphere to the CaMg 1D particle, the cube is actually closer than 642 

the rectangular prism to the particle. 643 

 644 

 645 

 646 

 647 

 648 

 649 

 650 

 651 

 652 

 653 

 654 

 655 

 656 

 657 

 658 

 659 
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 660 

Also for particle CaMg 1D in Fig. S1a, the 661 

extinction efficiency for the cube is closer to 662 

the particle than either the spheroid or 663 

ellipsoid. In contrast, the spheroid and 664 

ellipsoid are far closer than the cube to the 665 

extinction efficiency of Ca-rich 1D. 666 

Sphericity here may be a factor. There is 667 

only a 4% difference in the aspect ratios between CaMg 1D (2.28) and Ca-rich 1D (2.36). However, Ca-668 

rich 1D has a sphericity of 0.59 while CaMg 1D has a sphericity of 0.50, a difference of 17%. Thus, 669 

CaMg 1D is less spherical than Ca-rich 1D, and this may explain why the cube more closely 670 

approximates extinction for CaMg 1D than the spheroid and ellipsoid.    671 

A better understanding of the geometric shapes 672 

and respective particles can be drawn from the 673 

midpoints of the extinction efficiency ranges, 674 

which are shown in Fig. 8. Circles are the 675 

midpoints for the geometric shapes and horizontal 676 

lines are the midpoints for the particles. The iron 677 

phase here is hematite. Close inspection of the 678 

midpoint plots reveals that the geometric shapes 679 

overall tend to underestimate the particles’ 680 

extinction efficiency. For the CaMg particles, 26 681 

of 34 shapes underestimated particle extinction (6 682 

of 9 shapes for particle 1D, 6 of 8 shapes for 2N, 5 683 

of 8 shapes for 3D, and 9 of 9 shapes for 4N1). 684 

Thus, 76% of the geometric shapes underestimated 685 

extinction for the CaMg particles. For the Ca-rich 686 

particles, 28 of 44 shapes underestimated particle 687 

extinction (5 of 8 shapes for particle 1D, 7 of 9 for 688 

2N, 6 of 9 for 3D, 5 of 9 for 4N1, and 5 of 9 for 689 

4N2). Thus, 64% of the geometric shapes for the 690 

Ca-rich particles underestimated extinction. In 691 

contrast to the Asian dust particles, all geometric 692 

Figure 8. Midpoints of extinction efficiencies for 

geometric shapes and particles with hematite as 

the iron phase. a) and b) Asian dust; c) background 

marine air particles. For particles CaMg 2N, CaMg 

3D, Ca-rich 1D, Ca-S 1D, Ca-S 3D, and Ca-S 4N the 

triangular pyramid aspect ratio (low) was close to 

the aspect ratio for the particles, therefore, the 

triangular pyramid aspect ratio (high) was not 

considered. 

Figure 7. Range of extinction efficiencies for geometric 

shapes and Ca-rich particles with the iron phase as 

light-absorbing magnetite (black) or hematite (red), or 

non-absorbing siderite (green). Shaded areas show 

ranges for the particle with the different iron phases. 

Triangular pyramid low and triangular pyramid high 

have aspect ratios that bracket the aspect ratio of the 

particle (see Table 3). For particle 1D, the triangular 

pyramid aspect ratio (low) was close to the aspect ratio 
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shapes underestimated extinction for the Ca-S particles. 693 

The extent that Asian dust extinction is underestimated is not the same, however, among the shape 694 

groups. For the CaMg particles, extinction was underestimated by all ellipsoid group shapes, 92% of the 695 

cuboid shapes, but only 30% of the pyramid shapes. For the Ca-rich particles, extinction was 696 

underestimated by 93% of the ellipsoid group shapes, 67% of the cuboid shapes, and 29% of the pyramid 697 

shapes. Thus, the ellipsoid and cuboid groups tended to underestimate extinction for the Asian dust 698 

particles while the pyramid shapes tended to overestimate extinction. Shapes in all three groups 699 

underestimated extinction for the background marine air particles. 700 

Another observation from Fig. 8 is that the pyramid shapes generally exhibit less variation in the 701 

extinction efficiency, particularly the tetrahedron, compared to variation among the other shapes. For 702 

example, the ratio of the Qext midpoint range for the tetrahedra to the range for the CaMg particles in Fig. 703 

8a is 0.16. The ratio of Qext midpoint ranges for the spheroids and CaMg particles is 1.5. Likewise, the 704 

ratio of midpoint ranges for the tetrahedra and Ca-rich particle in Fig. 8b is 0.28 while the ratio of 705 

midpoint ranges for the spheroids and Ca-rich particles is 1.4. The tetrahedra versus spheroids in Fig. 8c 706 

for the Ca-S particles exhibit a similar contrast. Thus, Qext variation for the tetrahedra is much smaller 707 

than the variation for particles while the variation for the spheroids is closer to that for the particles. 708 

To quantify how well the geometric shapes performed in approximating the extinction efficiency, we 709 

applied a delta function that is the normalized difference in the midpoints 9���_�"B~�_8��~� and 710 9���_�"B~�_~���"N�� of the extinction efficiencies for shape and particle: 711 

9_��, Δ_%'RK, = ��).k9���_�"B~�_8��~� − 9���_�"B~�_~���"N��m/9���_�"B~�_~���"N��1   .        (14) 712 
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Figure 9 shows the overall performance for extinction efficiency as the average of the delta midpoint 713 

values. Error bars are standard deviations. As mentioned above, the type of iron phase in the Asian dust 714 

particles had a negligible effect overall on how well the shapes approximated the extinction efficiency. 715 

For CaMg and Ca-rich particles, the delta midpoint average is smallest for the tetrahedron and triangular 716 

pyramid shapes, and thus, these shapes more closely approximated extinction for the Asian dust. For the 717 

Ca-S particles, delta midpoint average is the smallest for the square prism; however, the triangular 718 

pyramid also performed well as did the spheroid. The sphere performed the worst for approximating 719 

extinction in all three cases.  720 

 721 

 722 

 723 

 724 

 725 

 726 

 727 

 728 

 729 

3.4. 730 

Backscatter 731 

Fraction 732 

The effect of 733 

the different 734 

iron phases 735 

on the 736 

Figure 9. Average of the normalized differences (Δ) 

in midpoints for the extinction efficiency for 

geometric shapes from those of particles. a) and b) 

Asian dust; c) background marine air particles. 

Error bars indicate standard deviation. ν 

corresponds to the number of particles.  
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Figure 10. Range of backscatter fractions for 

geometric shapes and Ca-rich particles with the iron 

phase as light-absorbing magnetite (black) or hematite 

(red), or non-absorbing siderite (green). Shaded areas 

show ranges for the particle with different iron 

phases. Triangular pyramid low and triangular pyramid 

high have aspect ratios that bracket the aspect ratio of 

the particle (see Table 3). For particle 1D, the 

triangular pyramid aspect ratio (low) was close to the 

aspect ratio for the particles. 

backscatter fraction for the Ca-rich particles and the geometric shapes is shown in Fig 10. Similar 737 

comparisons for the CaMg and Ca-S geometric shapes and particles are shown in Figs. S5 and S6 in 738 

Supporting Information. As in Fig. 7, the bars indicate the range of the backscatter fractions for the 739 

geometric shapes and the shaded areas indicate the range for the particles. As we observed with 740 

extinction, the higher-order shapes in Fig. 10a more closely approximate the backscatter fraction for 741 

particle Ca-rich 1D with its large aspect ratio and nearly spheroidal shape. 742 

 743 

 744 

 745 

 746 

 747 

 748 

 749 

 750 

 751 

 752 

 753 

 754 

 755 

 756 

 757 

 758 

 759 

Comparing Figs. 10 and 7, the different iron 760 

phases in the geometric shapes have a 761 

greater effect on the backscatter fraction than 762 

on extinction. The effect is obvious for 763 

particle 3D (Fig. 10c), which has the highest 764 

iron content as mentioned previously. The 765 

colored shaded areas in Fig. 10c show that the backscatter fraction for the particle is substantially smaller 766 

with magnetite (gray area with midpoint 0.084) than with either hematite (red area with midpoint 0.155) 767 
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or siderite (green area with midpoint 0.157). In this case, the backscatter fraction for the particle is largely 768 

affected by the magnitude of the imaginary part of the complex refractive index for the particle. The 769 

particle’s imaginary part with magnetite is 0.023 (Table 1), a factor of 10 larger than with hematite 770 

(0.00228). The real part of the complex refractive index shown in Table 1 likely contributes little to 771 

variation in the backscatter fraction for particle Ca-rich 3D because the variation in the real refractive 772 

index for the particle with different iron phases is minimal. 773 

The midpoints of the backscatter fraction ranges, shown in Fig. 11, provide further insight into the 774 

backscatter fractions for the geometric shapes and particles. Close inspection of Fig. 11 reveals that in 775 

contrast to extinction, the shapes tend to overestimate the backscatter fraction of the particles. This is 776 

clearly the case for the Ca-S background marine air particles (Fig. 11c). Here, all shapes overestimated 777 

the backscatter fraction. 778 

For the Asian dust CaMg particles, 27 of 34 shapes (79%) overestimated the backscatter fraction (7 of 9 779 

shapes for particle 1D, 7 of 8 shapes for 2N, 6 of 8 shapes for 3D, and 7 of 9 shapes for 4N1). For the Ca-780 

rich particles, 26 of 44 shapes (59%) overestimated the backscatter fraction (6 of 8 shapes for particle 1D, 781 

6 of 9 shapes for 2N, 4 of 9 for 3D, 5 of 9 for 4N1, and 5 of 9 for 4N2). 782 

Among the shape groups, the backscatter fraction for the CaMg particles was overestimated by 75% of 783 

the ellipsoid group shapes, 83% of the cuboid shapes, and 80% of the pyramid shapes. For the Ca-rich 784 

particles, the backscatter fraction was overestimated by 80% of ellipsoid group shapes, 67% of cuboid 785 

shapes, but only 36% of pyramid shapes. Overall, shapes in the ellipsoid and cuboid groups tended to 786 

overestimate the Asian dust backscatter fraction to a greater extent than did the pyramid shapes. The 787 

pyramid shapes tended to underestimate or closely approximated the backscatter fraction for the Ca-rich 788 

particles. 789 

To quantify how well the geometric shapes performed at approximating the backscatter fraction, we used 790 

a delta function analogous to Eq. (14): 791 

[=\ Δ_%'RK, = ��).k[=\�"B~�_8��~� − [=\�"B~�_~���"N��m/[=\�"B~�_~���"N��1   .          (15) 792 

 793 

 794 
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Figure 12 shows the BSF delta midpoint averages. 795 

As in Fig. 9, the y-axes in Fig. 12a and b (CaMg and 796 

Ca-rich) are scaled the same for comparison. Figure 797 

12a shows that while the rectangular prism appears to 798 

have approximated the backscatter fraction slightly 799 

better than other shapes for the CaMg particles, there 800 

is nevertheless little variation among the geometric 801 

shapes. Figure 12b shows that while the sphere and 802 

cube performed worse in approximating the 803 

backscatter fraction for the Ca-rich particles, there is 804 

little variation among the remaining geometric 805 

shapes, particularly between the 2- and 3-axis shapes. 806 

Geometric shapes for the Ca-S particles performed 807 

like the Ca-rich particles. Except for the ellipsoid, 808 

there is little variation in how closely the 2- and 3-809 

axis shapes approximated the 810 

backscatter fraction. 811 

 812 

 813 

 814 

 815 

 816 

 817 

 818 

Figure 11. Midpoints of the backscatter fractions for 

geometric shapes and particles with hematite as the iron 

phase. a) and b) Asian dust; c) background marine air 

particles. 

Figure 12. Average of the normalized differences (Δ) in 

midpoints for the backscatter fraction for shapes from 

those of particles. a) and b) Asian dust; c) background 

marine air particles. Error bars indicate standard 

deviation. ν corresponds to the number of particles.  
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3.5. Surface Roughness 819 

The particles in Fig. 2 have surface features that are often described as surface roughness. As explained 820 

previously, electron penetration during SEM imaging and ion-beam milling of the particle can affect 821 

apparent surface smoothing. The true roughness is important because increased surface roughness results 822 

in increased particle surface area which generally results in increased scattering. For particles with very 823 

large size parameters, most of the total scattering may come from surface roughness [59]. Increased 824 

surface roughness was shown to only slightly affect single scattering albedo [39], suggesting that surface 825 

roughness increases absorption as well as scattering, and thus, extinction is increased comparably with 826 

surface roughness. An important question in this work is how much of extinction efficiency and the 827 

backscatter fraction is due to surface roughness. 828 

The use of Avizo to create the 3-D spatial representations of particles allowed us to remove surface 829 

roughness without significantly changing the particle volume. The procedure is based on a generalized 830 

marching cubes algorithm for creating a smooth surface [60]. In the algorithm, surface voxels in the 3-D 831 

representation are treated as cubes. An isosurface is created that lies above or below the vertices of the 832 

cube. The extent to which the cube vertices influence the isosurface depends on weights or probabilities 833 

that are calculated separately from the marching cubes algorithm [61]. The weights are translated in 834 

Avizo to smoothing levels from 1 to 9. 835 

Table 6 shows how smoothing at the highest level (9) changed the number of dipoles, volume, and inter-836 

dipole distance for each particle. For all particles except Ca-S 2N, smoothing decreased the number of 837 

dipoles by < 5%. The change in volume, however, was negligible, < 1% among all particles. Rather than 838 

change volume, the marching cubes algorithm adjusted the inter-dipole distance, increasing it slightly for 839 

all particles except Ca-S 2N. In DDSCAT, coordinates of the voxels from the 3-D spatial models of the 840 

smoothed particles accounted for the change in the inter-dipole distance. Since the change in particle 841 

volume with smoothing was negligible, particle diameters as volume-equivalent spheres (Table 3) were 842 

left unchanged. 843 

 844 

 845 

 846 

 847 

 848 
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Table 6. Change in Particle Dipole Number, Volume, and Inter-dipole Distance with Maximum 849 

Smoothing 850 

Particle Number of dipoles (Ndp) Volume (µm3) Inter-dipole distance (d, µm) 

 

Change from 

native particle (%) 

 Change from 

native particle (%)  

Change from 

native particle (%) 

CaMg 1D 164460 -1.95 3.329 +0.001 0.02723 +0.66 

2N 182930 -2.06 1.812 -0.006 0.02148 +0.69 

3D 139837 -2.93 0.4812 +0.007 0.01510 +1.00 

4N1 158721 -4.08 0.4169 +0.018 0.01380 +1.40 

Ca-rich 1D 168619 -4.58 0.5096 -0.001 0.01446 +1.57 

2N 170174 -1.78 0.9692 +0.002 0.01786 +0.60 

3D 154464 -3.25 3.264 -0.002 0.02765 +1.11 

4N1 164264 -4.11 0.4416 +0.013 0.01390 +1.41 

4N2 226767 -2.51 0.7815 +0.011 0.01510 +0.85 

Ca-S 1D 150539 -4.13 1.536 +0.002 0.02169 +1.42 

2N 173558 +2.94 0.7619 -0.007 0.01637 -0.58 

3D 163259 -4.15 0.9654 +0.004 0.01808 +1.42 

4N 161819 -2.78 0.6821 -0.001 0.01615 +0.94 

 851 

Figure 13 shows a selection of particles and the visual effect of smoothing at levels 3, 6, and 9. In 852 

general, particle shape did not change after smoothing. Smoothing revealed that, overall, surface 853 

roughness contributed a minor amount to the extinction efficiency as observed in Fig. 15. Based on the 854 

highest smoothing level (9), surface roughness accounted for (3.2 ± 2.9) % (�̅ ± )) of total extinction for 855 

the CaMg and Ca-rich Asian dust particles and 9.61 ± 3.2 % of total extinction for the Ca-S background 856 

marine air particles. Among the CaMg particles, surface roughness of particle 3D contributed the least to 857 

total extinction (1%) while surface roughness of particle 4N1 contributed the most (5%). For the Ca-rich 858 

particles, surface roughness of particle 1D contributed the least to extinction (1%); particle 2N 859 

contributed the most (10%). Surface roughness of particle Ca-S 1D contributed the least to extinction 860 

(6%) among the Ca-S particles; particle 4N contributed the most (13%). 861 

While surface roughness increased particle extinction in this study as expected, surface roughness 862 

invariably decreased the backscatter fraction as observed in Fig. 16. Others have shown that surface 863 

roughness causes an enhancement of the phase function at angles >90 º [59] which suggests an increase in 864 

the backscatter fraction. In this study, surface roughness decreased the backscatter fraction to a greater 865 

extent for the Ca-S particles, by (16.4 ± 6.7) % (�̅ ± )), than for the Asian dust particles ((5.2 ± 5.0) % 866 

(�̅ ± ))). To contrast the effect among the CaMg particles, surface roughness decreased the backscatter 867 

fraction by 1.5% for particle 1D but by 11.6% for particle 4N1. Among the Ca-rich particles, the surface 868 

roughness decreased the backscatter fraction by < 1% for particle 3D but by 15.3% for particle 2N. With 869 

the Ca-S particles, the backscatter fraction for particle 1D decreased by 6.7% but by 21% for particle 3D. 870 
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 871 

Figure 13. Effect of smoothing selected particles to remove surface roughness. Smoothing levels are 872 

weights to adjust the generalized marching cubes algorithm [49, 50] used by Avizo to smooth a surface. 873 

Level 9 is maximum smoothing. 874 

 875 

4. DISCUSSION 876 

It is intuitive that simple geometric particle shapes with three optimal-length axes should approximate the 877 

shape of real individual atmospheric particles better than shapes with two axes. As mentioned in section 878 

3.1 (Fig. 4), ellipsoids were better than spheroids at approximating scattering intensity in most cases (8 of 879 

13) and rectangular prisms were better than square prisms in most cases (7 of 13 cases). Ellipsoids were 880 

also often better than spheroids at approximating the degree of linear polarization (9 of 13 cases, Fig. 6). 881 

However, Fig 6 also shows that rectangular prisms were often no better than square prisms at 882 

approximating the degree of linear polarization. 883 
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If we compare extinction efficiencies in Fig. 8 with scattering intensity RMSD in Fig. 4, there are 884 

differences in how the higher-order geometric shapes performed versus lower-order shapes for individual 885 

particles. From the midpoints in the figures, the ellipsoids that are better than spheroids at approximating 886 

scattering intensity are not necessarily better than spheroids at approximating extinction. Examples are 887 

CaMg 1D, CaMg 4N1, Ca-rich 1D, Ca-rich 3D, and Ca-S 1D. For all these particles, the RMSD in Fig. 4 888 

for the ellipsoid is lower than the RMSD for the spheroid as well as the sphere. However, Fig. 8 shows 889 

that the extinction efficiency for the ellipsoid in these cases is not closer to the particles than the spheroid. 890 

In the case of CaMg 2N, RMSD in Fig. 4 is much lower for the ellipsoid than the sphere, but the 891 

extinction efficiencies for the ellipsoid and sphere in Fig. 8 are about the same. We note that the 892 

scattering intensity in Fig. 4 is from the 30º angle rather than 0º whereas the extinction efficiency 893 

involves all scattering angles. Nevertheless, this discrepancy does not account for the differences in 894 

scattering intensity versus extinction with respect to the ellipsoid and spheroid shapes. The more likely 895 

reason is that extinction includes the effect of absorption, which in this case is from the hematite phase. 896 

We now ask whether geometric shapes that 897 

provide greater surface area can account for 898 

particle surface roughness. Figure 14 shows 899 

how the surface area and volume for the 900 

geometric shapes increase with effective 901 

radius. The incremental increase in surface 902 

area with radius is greater than the volume 903 

increase. More importantly, the incremental 904 

increase in surface area is greater for the cube 905 

than for the sphere and for the tetrahedron 906 

than for the cube. At the same volume, a 907 

tetrahedron has one and a half times the 908 

surface area of a sphere. Thus, we might 909 

expect the pyramid group to account for more 910 

scattering due to more surface area than 911 

either the cuboid or ellipsoid group. Figure 14 also shows that higher-order shapes within a shape group 912 

offer little additional surface area over lower-order shapes. Aspect ratio is a factor. Larger aspect ratios 913 

result in more surface area. Also, 3-axis shapes also have slightly less surface area than volume-914 

equivalent 2-axis shapes. For example, while a spheroid has more surface area than a sphere, an ellipsoid 915 

has less surface area than a spheroid because the additional dimension makes an ellipsoid more spherical. 916 

As mentioned previously, simulated phase matrices for elongated prolate spheroids have been shown to 917 

Figure 14. Surface area versus effective radius for 

geometric shapes. Also plotted is volume versus 

effective radius. 
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be closer to the phase matrix for measured particles than less-elongated or more sphere-like spheroids [27, 918 

43]. 919 

Figure 15 shows how the extinction efficiency for the geometric shapes compares with the particles as 920 

the particles are smoothed to remove surface roughness. The gradation in the extinction efficiency due to 921 

smoothing is shown by the series of horizontal lines in each plot. The black line indicates the extinction 922 

efficiency without smoothing (native particle). The two CaMg particles 3D and 4N1 (Fig. 15a and b) 923 

show the effect of contrasting contributions to extinction from surface roughness. In Fig. 15a, variation in 924 

the extinction efficiency among the ellipsoid group and cuboid shapes for particle 3D, as indicated by the 925 

shaded areas, is far larger than the decrease in extinction due to smoothing of the particle. With surface 926 

roughness contributing only 1% to extinction for particle 3D, shape matters for the most part not surface 927 

roughness. For particle 4N1 (Fig. 15b), which has 5% of its extinction from surface roughness, smoothing 928 

decreases the particle extinction efficiency sufficiently so that we see which shapes might account for 929 

surface roughness. While the shaded areas show that variation in extinction within each shape group is 930 

rather large, the square and rectangular prisms come closest to the native particle. Nevertheless, it is 931 

unlikely that geometric shape accounts for surface roughness here because the cube’s extinction 932 

efficiency is far from the native particle. As Fig. 14 shows, the square and rectangular prisms have only 933 

slightly more surface area than the cube. If surface area were a factor with particle CaMg 4N1, then the 934 

cube should also be close to the particle. 935 

The two Ca-S particles 1D and 4N in Fig. 15e and f also show the effect of contrasting contributions to 936 

the extinction efficiency from surface roughness. Particle 1D has 7% of its extinction from surface 937 

roughness while particle 4N has 20%. Here also the square prism (and spheroid in particle 4N) comes 938 

closest to approximating the particles’ extinction. However, as with the CaMg particles, surface 939 

roughness is unlikely a factor for particle 4N because the spheroid as well as square prism have only 940 

slightly more surface area than the sphere and cube, respectively (Fig. 14). If surface roughness was a 941 

factor, we would expect the sphere and cube to also approximate the particle’s extinction. 942 

 943 

 944 

 945 

 946 

 947 

 948 
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 949 

Figure 15. Midpoints of the extinction efficiency for geometric shapes (circles) and after smoothing of 950 

selected particles at levels 3, 6 and 9 (horizontal lines). a) to d) Asian dust; e) and f) background marine 951 

air particles. Shaded areas show the extent of variation within each shape group. For comparison, y-axes 952 

have the same range between the two examples for the CaMg, Ca-rich, and Ca-S particles. 953 

The Ca-rich particles 2N and 3D in Fig. 15c and d present a different situation. In Fig. 15c, smoothing 954 

decreases extinction substantially (10%) and only the tetrahedron and triangular pyramid approximate the 955 

particle’s extinction efficiency. In this case, the additional surface area of the pyramid shapes allows these 956 

shapes to account for the particle’s surface roughness. Surface roughness may also be a factor in 957 

approximating the extinction efficiency of particle 3D (Fig. 15d) even though surface roughness only 958 

accounts for 3% of the extinction. The shaded areas show much less variation in extinction within each 959 

shape group compared to that for the Ca-rich 2N case (Fig. 15c). As mentioned previously, particle 3D 960 

absorbed substantially more at 589 nm than other particles in this study. It has been suggested that surface 961 

roughness becomes a more important factor for particles with higher absorptivities [34]. It appears in Fig. 962 

15d that the additional surface area of the pyramid shapes caused them to slightly overestimate the 963 

extinction efficiency. 964 

In Fig. 16, we look at how the backscatter fraction of the geometric shapes compare with the particles 965 

after removing surface roughness. As with extinction, the gradation in the backscatter fraction due to 966 

smoothing is shown by the series of horizontal lines in each plot of Fig. 16. The black lines indicate the 967 

backscatter fraction without smoothing. For particles CaMg 3D, Ca-rich 3D, and Ca-S 1D in Figs. 16a, d, 968 

and e, surface roughness has minimal effect on the backscatter fraction compared to the extent of 969 
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variation within each shape group. Thus, for these particles geometric shapes do not effectively account 970 

for surface roughness. 971 

 972 

Figure 16. Midpoints of the backscatter fraction for geometric shapes (circles) and after smoothing of 973 

selected particles at levels 3, 6 and 9 (horizontal lines). a) to d) Asian dust; e) and f) background marine 974 

air particles. Shaded areas show the extent of variation within each shape group. For comparison, y-axes 975 

have the same range between the two examples for the CaMg, Ca-rich, and Ca-S particles. 976 

Figures 16b and f show that for particles CaMg 4N1 and Ca-S 4N surface roughness is also not likely a 977 

factor in how well the shapes approximate the backscatter fraction. The reason is that while the spheroid 978 

and square prism come closest to the particle’s backscatter fraction, the sphere and cube are far from it. 979 

As with extinction, if surface roughness was a factor, we would expect the sphere and cube to also 980 

approximate the particles’ backscatter fraction due to the similarity in their surface area with the spheroid 981 

and square prism, respectively. 982 

As with extinction, particle Ca-rich 2N in Fig. 16c presents a different situation. In this case, surface 983 

roughness is likely a factor that allows the pyramid shapes with their additional surface area to 984 

approximate the backscatter fraction of particle Ca-rich 2N. It appears that the pyramid shapes 985 

approximate both the extinction and backscatter fraction of Ca-rich 2N because these shapes accounted 986 

for surface roughness. 987 

5. CONCLUSION 988 

In this work, we compared the scattering intensity, degree of linear polarization, extinction efficiency, and 989 

backscatter fraction of single atmospheric dust particles collected at Mauna Loa Observatory with a series 990 
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of simple geometric shapes grouped as ellipsoids, cuboids, and pyramids. Within each group, shapes with 991 

1, 2, and 3 differing axes represented a progression such that the 1-axis and 2-axes shapes (lower-order 992 

shapes) would be less faithful to the particle’s dimensions and the 3-axes shapes (higher-order) would be 993 

the more faithful to the particle’s dimensions. While the higher-order ellipsoid and rectangular prism were 994 

perhaps closer to the particles’ dimensions, they were not necessarily better in approximating the 995 

extinction efficiency and backscatter fraction than lower-order 2-axis shapes. 996 

Most geometric shapes in this work underestimated the extinction efficiency for the 13 particles studied. 997 

64% to 76% of shapes underestimated the Asian dust particles while 100% of shapes underestimated the 998 

background marine air particles. For the Asian dust, ≥ 93% of the ellipsoid group shapes and 67% to 92% 999 

of the cuboid shapes underestimated extinction. However, only 29% to 30% of the pyramid shapes 1000 

underestimated extinction. In general, the pyramid shapes, particularly the tetrahedron, exhibited much 1001 

less variation in extinction efficiency, relative to variation among the particles, compared to other shapes.  1002 

In contrast to extinction, most geometric shapes overestimated the backscatter fraction with 59% to 79% 1003 

of shapes overestimating the Asian dust and 100% of shapes overestimating the background marine air 1004 

particles. For the Asian dust, 75% to 80% of the ellipsoid group shapes and 60% to 83% of the cuboid 1005 

shapes overestimated the backscatter fraction. However, the pyramid shapes overestimated the 1006 

backscatter fraction to a lesser extent, with 64% of the pyramid shapes underestimating or closely 1007 

approximating the backscatter fraction for the Ca-rich particles. 1008 

In this study, the pyramid shapes, tetrahedron and triangular pyramid, performed best in approximating 1009 

the extinction efficiency and generally as well as other 2- and 3-axes shapes in approximating the 1010 

backscatter fraction. In some cases, the success of the pyramid shapes may be attributed to their high 1011 

angularity and larger surface area which may account for the additional extinction (and the decrease in the 1012 

backscatter fraction) of the particles due to surface roughness. Nevertheless, the pyramid shapes, 1013 

particularly the tetrahedron, exhibited much less variation in extinction efficiency, relative to variation 1014 

among the particles, compared to other shapes. This aspect may limit the versatility of tetrahedra as a 1015 

shape model for an ensemble of particles. 1016 

Further studies of the optical properties of single atmospheric particles and comparisons with geometric 1017 

shapes with high angularity should be undertaken. To account for surface roughness, we suggest that 1018 

shapes such as pyramids with increased surface area, relative to spheroids, be considered in aerosol 1019 

models for remote sensing. Tetrahedra offer an advantage in that additional parameterization of the 1020 

aerosol model with shape aspect ratios is not necessary. 1021 
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